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Unit summary

There are many problems that cannot be solved simply by examining equipment and machinery. Data has to be collected, usually over a period of time, and then analyzed and interpreted. Data is numeric information that represents objective facts. When data has been collected the statistical methods and tools presented in Unit 11 will help you to analyze and interpret it.
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11.1. Understanding Data Characteristics

This text presents:

11.1.1 Data quality characteristics and process conditions 

11.1.2 Data for process conditions 

11.1.3 Approval of data by managers  
11.1.4. Training in statistical techniques 

1.1 Data quality characteristics and process conditions
Quality control in manufacturing deals with two categories of data:

a. Data that shows the quality conditions of a product. This data is drawn from the quality characteristics of the product, and is used to check that these characteristics conform to the standards or specifications, or how far they deviate or are dispersed from these targets.

b. Data that shows the conditions of the process that produces this product. This data indicates which factors in the process are effecting the quality characteristics. It indicates both the present conditions of  the processes and the conditions in which they have been set and maintained

Getting data for quality characteristics from inspection records
Data for quality characteristics includes inspection data and reliability test data. Inspection records include records of acceptance inspections, in-process quality inspections (self-inspections), between-process inspections, finished goods inspections, and delivery inspections. All these contain records of quality characteristics. In-process quality records also contain data for process conditions.

a. Acceptance inspection record: The acceptance inspection confirms that delivered inspection lots can be accepted and that delivered products conform to purchase specifications. During this inspection, acceptance inspection data and the status of acceptance (yes or no) are recorded. The test report and packing list attached to the delivered product are also checked, and then filed as attachments to the acceptance inspection data.
b. In-process quality record (self-inspection): The in-process quality record contains time series quality control conditions and the resulting quality characteristics that help to ensure product quality. It contains data for quality characteristics and process conditions, which is used to verify smooth process functioning, maintaining the process under controlled condition to judge whether the process is actually under controlled condition or not.

c. Between-process inspection record: The between-process inspection determines whether partially-completed products are ready to be sent to the next process. This inspection is carried out at predetermined points. Unacceptable items will not be sent on. The records of this inspection are used to improve process control and reduce variance of quality in the manufacturing of products. These records are particularly important in evaluating quality characteristics that cannot be studied once the product has been passed to the following process.

d. Finished goods inspection record: The finished goods inspection verifies the quality of finished goods. It contains data for quality characteristics examined according to the company inspection standards and forms the basis of test reports submitted to the customer whenever required. Products are inspected according to the company standards in order to verify that they meet the conditions contracted with the particular customer and the quality requirements specified in the product specification.

e. Delivery inspection record: The delivery inspection record is a quality record checked immediately before shipping to make sure that packing conditions, markings, and attached documents meet the specifications.
f. Reliability test record: Destructive tests, accelerated tests, environment tests, and durability tests are used to evaluate the stability over time of those product traits that tend to deteriorate over time. Such tests play a vital role in the product development and design stages. Even with products in mass production, routine reliability tests with accurate data are crucial.
Data for quality characteristics may be replaced by data for alternative characteristics for technological or economical reasons.
Remarks

a. Record of abnormalities, defects and claims: An abnormality report is issued when defects are found in any of these inspections.
b. Record of disposition of in-company defects: A nonconformity (defect) report is issued, together with data for quality 
characteristics, when a product is found to be defective in relation to the specifications or the company standard in the inspections.
c. Record of reworked or repaired products: Reworking is the term for the actions taken to make defective products meet the specifications. Records for reworking and repair also provide data for product quality characteristics.

d. Record of complaint handling: Keep a record of the quality problems that customers have complained about, the conditions in which the product was used, the causes that were investigated, the measures adopted, the preventive measures taken, and the results of surveys on other products in the same lot, as well as the actions taken based on these results.

Note: Although data usually is usually expressed as numeric values, it can also be expressed in ordinary language. This is referred to as language data. (See Text 11.2.1)
11.1.2 Data for process conditions
To obtain accurate data for tracking processes, record the process conditions according to the company standards. Keep a record of all data for process conditions in the different steps of the process in the hope of improving the analysis of the process by clarifying the relation of this data to quality characteristics.

a. In-process quality record: The in-process quality record records data for process conditions when quality measures are incorporated into products.

b. Process control: We cannot manufacture products or provide services at the quality levels required by our customers without rigorous oversight of processes thus the importance of in-process quality records in implementing quality in processes.

c. The next process: In order to provide quality products or services, we must incorporate a concern for quality into each of a product's processes. Think of the next process as your customer.
Figure 11.1.2a Check sheet for investigating defects in copying machines

[image: image1.emf]
Remarks
a. It is crucial to base management on indisputable facts, rather than to rely solely on concepts, experience, or intuition. This requires accurate data for process and quality conditions.

b. Before being filed as quality records, data should be recorded in a specified format in specified media (whether paper, computer etc.) and checked and approved by a proper authority.

c. Quality records should include data for each product or manufacturing lot in the form of processes. These include graphs, control charts, histograms, or check sheets generated by statistical techniques.

11.1.3. Approval of data by managers 
Managers should confirm that process data is reliable and correct and has been recorded accurately in line with company standards. They should ensure that work is carried out consistently and that control and improvement activities are promoted effectively. A key task in achieving this is to inspect and verify daily data, and maintain daily management records. This will demonstrate to workers that using correct data is the basis of quality control.
To maintain daily management work records:

a. Record all necessary data in the standard recording sheets

b. Avoid inaccurate descriptions, omissions, illegible writing, improper descriptions, or improper corrections.

c. Submit record sheets to the manager responsible for the test without delay, according to the prescribed procedures.

d. Record sheets should provide space for the employee responsible for the test to confirm the result, insert comments or instructions, and enter the date of the record.

e. In the event of improper, incorrect, or ambiguous descriptions or of work records that do not meet corporate standards, the manager responsible for the test must obtain an explanation from the employee responsible for the record, confirm the contents, and issue written instructions for corrective actions to be taken.

f. After confirming that the record is correct, the manager responsible for the test must sign it or mark it with a seal in the specified column.

Examples:
Cheek sheet for recording each defective item

Items that tend to have defects are entered in advance in the recording sheet, and this is checked whenever a defect occurs. This check sheet shows the frequency of defects in each item and identifies the most problematic items. Expressing the record as a Pareto diagram makes it easy to see trends in defects.
Figure 11.1.3a Check sheet for investigating defects in copying machines

[image: image2.emf]
Check sheet for recording cause of each defect

This check sheet compiles data for different machines, work categories, and work times, and is useful in finding the cause of a problem. Record different defect categories using such symbols as [image: image3.emf]
Figure 11.1.3b Check sheet for recording each defect
[image: image4.emf]
Check sheet for recording distribution of characteristics
This check sheet records measurements for dimension, mass, and other characteristics and sorts them into relevant data segments to clarify the profile, centre, and dispersion of distributed data. It makes it easier to record individual values and to process data because it arranges the data in frequency charts and removes the need to do any writing.

Figure 11.1.3c Check sheet for recording the distribution of data characteristics

[image: image5.emf]
Check sheet for recording defect positions
This check sheet marks defect locations on a product sketch, using marks such as [image: image6.emf] . It is useful in determining defect positioning, clustering, defect categories, and reasons for their concentration.
Figure 11.1.3d Check list for recording defect position

[image: image7.emf]
Remarks
Be sure to record the following data items for process conditions and quality characteristics:
a. Title, number and version number of the applied standard.
b. Title and model number of the product.
c. Date and time.
d. Title of process.
e. Title of equipment.
f. Title of work.
g. Name of worker.
h. Name of recorder.
i. Lot number in the previous process.
j. Lot number of material.
k. Data for process conditions (temperature, speed, pressure, concentration, contents, time, and other information).
l. Title and number of jig or tool.
m. Title and number of measuring instrument.
n. Conditions of the sampling test and frequency of checks.
o. Data for quality characteristics, whether accepted or rejected.
p. Defects, detailed descriptions, report and actions taken for defects.
Record data for different work categories, machines, and work times, with the  correct descriptions of the measuring instruments, testers, inspection equipment, and test methods used in the test. These measuring instruments must be checked and properly calibrated. Data should be precise and accurate, and reliably expressed in significant digits, to allow proper tests.
11.1.4 Training in statistical techniques

Employees may be sent to external seminars to learn statistical techniques and how to apply them in their production processes. These techniques will enable them to increase their control over these processes and make improvements to them. However, such seminars will be useless unless full TQM training is scheduled and performed continuously for workers at each organizational level. 

The purpose of in-company training in statistical techniques is to provide all employees with a working knowledge of quality control (QC) and other statistical techniques and how to apply these effectively. Separate training should be provided for each organizational level.
In Unit 12, Education and Training, Text 12.3 gives detailed guidelines an providing training in statistical techniques in the context of TQM training.

11.2. Understanding data diversity
This text presents:
11.2.1 Criteria for collecting data

11.2.2. Analysing data with a characteristic diagram

11.2.3 Expressing mean values and dispersion

11.2.4 Analysing data with a scatter diagram

11.2.5 Using graphs to analyse data

11.2.1 Criteria for collecting data
You should standardize methods for collecting data so that you can made judgements based on it quickly and accurately and carry out appropriate improvements. The key terms in collecting data are:

Population: A group of entities whose characteristics are to be investigated or studied or a group of entities from which samples are to be taken.
Sample: Part of a population selected to find out its characteristics.
Variable: A quality characteristic value that can be measured as a continuous quantity, but not counted as separate items, e.g. length, colour. Data derived from such values is referred to as variable data.
Discrete value: A quality characteristic value that can be counted, e.g. the number of defects or defective products. Data derived from such values is also referred to as discontinuous data.
Population and Sample

The purpose of data collection is to gain an understanding of the following: user needs, quality characteristics of a product, quality conditions of a process, and the quality of raw materials. When we have collected data we are able to investigate or inspect a population..

Fig. 11.2.1a Population, sample and data
[image: image8.emf]
The principle of sampling
Data to which statistical techniques are to be applied is obtained by measuring items sampled from processes, lots, or populations. The data thus obtained has sampling and measuring errors in addition to the dispersion that results from changes in production elements. To give an accurate estimate of a population's characteristics by applying statistical techniques to the data, the unit entities and unit measurement values that compose the population should be sampled at the same probability and a correct measuring method used to obtain the data. Sampling at the same probability is called random sampling. At first glance, random sampling may seem to provide a result governed only by chance but in fact repeated random sampling results in increasing degrees of statistical regularity.

The four principles of random sampling
Principle 1: Products should not be sampled by the workers responsible for manu​facturing them (prevention of purposive selection)

Principle 2: Sampling should be witnessed by a person with authority (sampling cannot be checked retrospectively)

Principle 3: Those taking the population sample should be well informed of the significance and purpose of sampling

Principle 4: Random sampling is based on a table of random numbers.

Remarks 

Ideally, we would like to have all the information that applies to a population, but in practice it is not possible to conduct such a thorough survey, so we sample part of the population and extrapolate from this data. The following are important points in collecting data:

a. Data collection must have a purpose. Clarify the purpose of collecting data, and be sure that the data collected is valid for this purpose and expresses objective facts. 

b. Before you use data recorded in the past, confirm the purpose for which the data was collected, and examine the context, history, and constraints in its collection. Do not use data collected for different purposes, from different populations, or in different measuring conditions. Do not use improperly sampled data or data measured using different machines.

c. Use stratification. Record data for process conditions in a form that allows stratification for different cause elements. This will allow analysis of the cause and effect relation between process conditions and quality characteristics.

d. The information obtained from data will be used in actions on the population from which the data was taken. Bear in mind that what we learn from the data is limited to this population.

e. The sampling method used must be appropriate to the purpose of sampling. Sampling methods include simple random sampling, two stage sampling, and stratified sampling. 

f. In using data, be attentive to objectivity and reliability. Train the workers who collect data in the precautions necessary for using the measuring instruments, and in ways of maintaining instrument precision, measuring methods, and methods of rounding and recording values. Check the conditions in which instruments are calibrated and kept precise.
g. Confirm that correct data has been obtained. Be careful to avoid errors in recording and calculating data. Be careful not to omit all or part of the data required.

11.2.2. Analysing data with a characteristic diagram

Before you begin to analyse the data, identify the cause and effect relations. Characteristic diagrams are useful for doing this. A characteristic diagram is a diagram like a fish bone used to systematically identify the characteristics (the effects) and the factors (the causes) that appear to effect the characteristics.

Characteristics

Characteristics are effects that result from work and processes. They include:

a. Quality (Q): Appearance, dimension, weight, purity, strength, flatness, number of defective products, number of claims, ratio of defective products

b. Cost (C): Cost of material cost, machining, labour, advertising, overtime, sales, loss due to claims

c. Quantity/delivery (D): man-hour, availability ratio, turnout, quantity of shipped products, days of delayed delivery, ratio of products delivered on schedule

d. Safety (S): Disaster ratio, number of accidents, number of near miss incidents, operation time without accidents

e. Morale (M): Ratio of absenteeism, ratio of participation, number of proposals and improvements made by employees.

In resolving problems at the workplace or in QC circles, express poor quality or conditions using expressions such as "Poor appearance of …"  “High material cost of..." "Too many man hours for..." in order to assess the factors involved.

Factors

Factors are causes identified as affecting results (characteristics). The large, medium, small, and granddaughter bones in a characteristic diagram represent factors.

When the characteristic to be investigated is the quality of the product in production departmets, it is normally caused by the dispersion in the 4M below. The 4M are normally represented as large bones. Sometimes we speak of 5M to include measurement, but this is not crucial. The 5M are:

a. Man: Workers

b. Material: Materials and parts 

c. Machine: Machines, facilities (equipment)

d. Method: Method of work 

e. Measurement: Measurement and sampling
Figure 11.2.2a Example of characteristic diagram
[image: image9.emf]
Key Points in using a characteristic diagram
To get the most out of a characteristic diagram, extract what seem to be the important factors (causes). To do this considers the opinions of your boss, staff members, and experts. To determine whether the extracted factors are real causes, study them at the production site or collect data to evaluate their effects. This is called verification (or reconfirmation). Use the following procedures to extract and verify factors:
Extract factors

a. Examine products at the production site and study them

b. Get the opinions of as many people as you can and extract as many potential factors as possible

c. Express factors in clear and concrete expressions in single words or short sentences

d. Pursue factors with the question ‘why’ until the proper actions to take are clear.

Verify factors

a. When you have completed a characteristic diagram, follow the relations between factors, going from large, through medium and small to granddaughter bones, and then do it again in reverse order.

b. Always ask the question ‘why’ of an item, or ‘and so?’ of a factor. If factors cannot be linked, you may have erred in assigning bones, or you may have missed bones or cited items that are not a factor. Correct the diagram.

11.2.3
Expressing mean values and dispersion
We can use statistical techniques on collected data to estimate the mean and dispersion of the population.
Parameters

The following values expressing features of a population are all regarded as parameters

[image: image10.emf]
Statistics

Functions and values calculated from data samples express their features. Statistics are employed to estimate population parameters and to verify hy​potheses.

Fundamental Statistics:

a. Mean value

b. Standard deviation

c. Range

From these values we can estimate the features of a population distribution.

Random variables: 
These are variables that take values according to the rules of probability. Random variables are either discrete or continuous, depending on the nature of their values. The distribution of the former is called a discrete distribution, and that of the latter is called a continuous distribution.

Expected value: 
When values of a random variable x are observed repeatedly, the ultimate mean value is called the expected value of x.

Examples
Expression of Central Points

Mean Value [image: image11.emf]
The sum of n measurements divided by n is called the mean value (arithmetic mean value) and is denoted by [image: image12.emf] Where [image: image13.emf] are measurements and n is the number of measurements

[image: image14.emf]
Example 1:  Find the mean value of the length of a product from the five measurements 6.2, 5.7, 6.1, 6.3, and 6.0

[image: image15.emf]
Median [image: image16.emf]
When measurements are arranged in size, the value at the centre of the sequence is called the median and is denoted by [image: image17.emf]
(a) Use the measurement at the centre for an odd number of measurements

Example 2: 
[image: image18.emf]
(b) Us the mean value of the two measurements at the centre for an even number of measurements

Example 3: 
[image: image19.emf]
Although a median value is less precise than the mean value, you can obtain it directly without performing a calculation for an odd number of measurements.

Expression of Dispersion

Range (R)

The difference between the maximum value (L) and the minimum value (S) of a data set is called the range and is denoted by R

R = L ‑ S

The range cannot be a negative value

[image: image20.emf]
The range is used for ten measurements or less, ideally for five or six measurements

Example 4: Find the range of measurements 6.2, 5.7, 6.1, 6.3 and 6.0


R = 6.3 ‑ 5.7 = 0.6 (mm)

Sum of the Squares (S)

The sum of the squared differences between individual measurements and 
the mean value is called the sum of the squares and is denoted by S

[image: image21.emf]
Example 5: Calculate the sum of the squares of the data in the example 1

[image: image22.emf]
Variance (V)

The sum of the squares divided by (n ‑ 1) is called the variance or (unbiased 
variance) and is denoted by V

[image: image23.emf]
The sum of the squares is larger when the number of measurements is 
larger. However, the variance gives a dispersion unrelated to the number of measurements.

The value (n ‑ 1) is called the degree of freedom

Example 6: Calculate the variance (V) of the data in example 5.

[image: image24.emf]
Standard Deviation (s)

The square root of the variance is called the standard deviation and is denoted by s

[image: image25.emf]
Since the sum of the squares and variance are related to squared measurements, you cannot compare values based on the measurement unit. The standard deviation doesn't have this drawback, and allows us to use the measurement unit.

Example 7: Calculate the standard deviation(s) of the data in example 6

[image: image26.emf]
Distribution of Mean Value 

When measurements of a population are normally distributed with a population mean value [image: image27.emf]. and a standard deviation [image: image28.emf] the mean value [image: image29.emf] of n measurements sampled at random from this population is also normally distributed, with a mean value [image: image30.emf] and a standard deviation [image: image31.emf]
Fig. 11.2.3a Distribution of mean value 

[image: image32.emf]
Remarks

Statistics that Indicate the Centre of Distribution

1. Mean [image: image33.emf]
2. Median [image: image34.emf]
Statistics that Indicate the degree of dispersion

Sum of the Squares

[image: image35.emf]
The sum of the squares (S) is a sum of the squared differences between 
individual measurements and the mean value [image: image36.emf]
Variance (V)

[image: image37.emf]
Standard Deviation (s)

The standard deviation (s) is the square root of variance (V).

[image: image38.emf]
Range (R)

The range (R) is the difference between the maximum [image: image39.emf] and minimum [image: image40.emf]values of the data

[image: image41.emf]
Expected value and variance of sample mean values

An important rule in the application of statistics to quality control gives the variance of the mean value [image: image42.emf] of n measurements as [image: image43.emf]The distribution of mean value [image: image44.emf]of n samples has the following traits:

The expected value of the sample mean value [image: image45.emf] is equal to the population mean value [image: image46.emf].

[image: image47.emf]
The variance of the sample mean value [image: image48.emf] is equal to the population variance [image: image49.emf]multiplied by [image: image50.emf]
[image: image51.emf]
11.2.4 Analysing data with a scatter diagram
Scatter diagram: Relations between characteristics

Scatter diagrams are used to determine whether a relation exists between two characteristics by plotting pairs of data on an X‑Y coordinate, or by plotting one characteristic on the Y‑axis and another on the X‑axis. When a relation exists between the two characteristics, they are said to be correlated. Where one characteristic increases as the other also increases, they are said to be positively correlated (positive correlation). When one becomes smaller as another becomes larger, they are said to be negatively correlated (negative correlation). When two characteristics are positively correlated, data points scatter within an ellipse tilted to its right. When they are negatively correlated, data points scatter within an ellipse tilted to the left. When no relation exists between the two characteristics, they are said to be not correlated, and their data points are found to be scattered within a circle.

Coefficient of Correlation

A coefficient of correlation represents the degree of correlation between two characteristics and takes a value in the range from ‑ 1 to + 1. A value close to ‑ 1 indicates a strong negative correlation. A value close to + 1 indicates a strong positive correlation. A value close to 0 indicates that the correlation between the two characteristic is weak.
Fig. 11.2.4a Coefficient of correlation
[image: image52.emf]
Fig. 11.2.4b Conceptual Diagram of equation for regression
[image: image53.emf]
4. Example

Procedure 1: Prepare a Table to calculate the coefficient of correlation.

Procedure 2: Calculate the sum of the squares of the characteristic x, S (xx).


[image: image54.emf]
Procedure 3: Calculate the sum of the squares of the characteristic y, S (yy).

[image: image55.emf]
Procedure 4: Calculate the deviation of the sum of the product of characteristics 
x and y, S (xy).




[image: image56.emf]
Procedure 5: Calculate the coefficient of correlation (r).




[image: image57.emf]
a. Coefficients of correlation are normally rounded to three significant digits.

b. The value b in the equation for regression indicates the gradient of the regression line rather than the degree of correlation

c. To calculate the coefficient of correlation, be sure to assign the variable that results in an effect upon x and another on y. This principle also holds in determining the equation for the regression. Caution is called for here, as exchanging x and y will result in an entirely different equation for regression.

Equation for regression

An equation for regression represents the relation between two characteristics y and x, where y is called an objective variable and x an explanatory variable. The equation for regression takes different forms depending on which variables are used, and the numbers of variables. Here, we discuss a case where y is expressed by a linear equation of x, as shown by the following generalized form:

y = a + bx

where a is a constant or intercept and b is called a regression coefficient.
11.2. 5 Using graphs to analyse data

It is important to know how to apply graphs to process control and improvement. This involves first creating well defined data by expressing raw data as numeric values and then plotting these numerical values on a graph. What will appear on the graph is a figure rather than simply numbers. This figure will show at once the relations of measurements with lengths, areas and angles. You can use different types of graph to compare the magnitudes of different measurements and see at a glance the measurement changes over time. This allows you to quickly grasp the conditions of process control and the effects of improvement and to convey this information to others.

Advantages of using graphs are that:

a. Anyone can draw them quite easily

b. They allow you to understand and judge the process status and conditions of a process at a glance.
c. They can present a great amount of information. 

There are different types of graph: bar, polygonal line, circular, band, radar chart, Z, map, triangular and picture graphs. Select the one that is best suited to your purpose. Design expressions that are easy to understand. 

Bar Graphs
Bar graphs express data using the length of a bar to facilitate comparison between the magnitudes of different data, such as inventories by product or plant and sales of different business units.

Fig. 11.2.5a Example of bar graph
[image: image58.emf]
Polygonal Line Graphs

Polygonal line graphs plot time on the X - axis against a characteristic on the Y- axis. Adjacent data points are connected by line segments to indicate trends or changes in the characteristic over time, such as the quantity of manufactured products, sales, number of defective products, or number of re-workings per month

Fig. 11.2.5b Example of polygonal graph
[image: image59.emf]
Circular Graph

In circular graphs, a circle is sectioned along the circumference in proportion to the ratio of each component. Expressing component magnitudes by the central angle and radially spread sections makes it possible to view at a glance the relative sizes of the components.

Fig. 11.2.5c Example of circular graph
[image: image60.emf]
Band Graph

Band graphs appear rectangular, with the longer side sectioned according to the ratio of the components. Band graphs are used to compare or note changes in the ratios of components over time.

Fig. 11.2.5d Example of band graph

[image: image61.emf]
Radar Chart

Radar charts feature lines radiating from the centre of a circle that section the circle into portions of the same size according to the number of items. These lines are scaled. An item value is plotted on each line, and data points on adjacent lines are connected with line segments. Radar charts are useful in representing and comparing a large number of items, and in tracking progress towards targets.

Fig. 11.2.5e Example of radar chart
[image: image62.emf]
11.3. The seven QC tools
This text presents:

11.3.1 Pareto charts

11.3. 2. Histograms

11.3.3 Process capability
11.3.4 Stratifying data

11.3.5 The QC story

11.3.1 Pareto Charts
Pareto charts use bars to express phenomena and causes, grouped by item, such as defective parts, reworked parts, repaired parts, claims, accidents and failures. Polygonal lines are added to show cumulative frequencies.

When we look at a Pareto chart with defect items on the X - axis by frequency and the number of defects or amount of losses and their cumulative amounts on the Y - axis, we can see that it is more effective to pick out a small number of vital items (vital few) than a large number of trivial items (trivial many). This is called Pareto's law. The Pareto chart is widely used to choose problems and subjects for study and discussion at the planning stage for QC circles and to confirm the results of an action once the action is performed.

Key Points in drawing a Pareto chart

To draw a Pareto chart collect data stratified by cause (factor) or effect (characteristic, phenomenon). Do not use data for items from different classifications, levels, or causes (factors). Be sure to enter totals for cases, amounts and times, and the period of observation.

Key points in using a Pareto chart:

a. Adopt the amount of loss along with the number of defects, defect ratios, and the number of claims on the Y axis.

b. Determine a period of observation appropriate to the purpose.

c. When a Pareto chart indicates little difference between different items (strata), change the method of classification or the characteristic on the Y-axis to bring out the important items.

d. After determining the most significant item, draw a secondary Pareto chart for that item alone.

In 1897, the Italian economist V Pareto established that income distribution is biased toward low‑income workers and proved the law that governs this distribution. Applying this law, J.M. Juran, an American management consultant, devised a diagram arranging defective items on an X-axis by frequency, and the number of defects or the amount of losses and their cumulative numbers on the two Y-axes respectively. Juran called this a Pareto chart. The Pareto chart is most widely used as one of the Seven QC Tools, along with characteristic diagrams.

Fig. 11.3.1a Example of Pareto chart

[image: image63.emf]
11.3. 2. Histograms
A histogram for the distribution of numeric statistics is used to enable users to grasp data at a glance. It uses columns to express frequencies of data from different categories. The range of distribution is divided into several sections. Histograms deal with variables such as length, weight, temperature, and hardness, all of which can be obtained by measurement. They clarify the following data features:

a. The profile of distribution of data

b. The centre of distribution of data

c. The dispersion of data

d. The relation of data to standards.

Drawing a Histogram

a. You should have at least 50 data (n) points; a 100 or more is even better. A small number of data points produce a sketchy distribution profile.

b. Figure 11.3.2a below suggests an appropriate number of sections (k). As a general rule, the square root of the number of data points gives the appropriate number of sections.

c. Determine the scales of the Y and X axes so that the diagram is roughly square.

d. Enter the data history (names of product, process, standards, period of observation and date) and the number of data points (n) in the margin of the diagram.

Figure 11.3.2a Appropriate number of sections (k) according to the number of data
[image: image64.emf]
Using a histogram

Check the following:

a. The profile of distribution. Is it deformed? Does it have isolated islands or a double peak?

b. Position of the distribution centre.

c. Dispersion or bias from the relevant standard.

d. Does the data satisfy relevant standards? Is the process capability adequate?

Fig. 11.3.2b Histogram of the outer diameter of the part X at the axis Y

[image: image65.emf]
Figure 11.3.2c Interpretation of the Histogram Distribution
[image: image66.emf]
Comparing a histogram with standard values
We can confirm that the capability of the existing manufacturing process satisfies technological requirements by comparing a histogram and standard values. Fig. 11.3.2b shows the relationship between histogram and standard values.

11.3.3 Process Capability

This text presents the methods of calculating the process capability indices Cp and Cpk, using the frequency table of a histogram and effective use of the indices.

Process capability is a qualitative capability for a process, a scale used to evaluate the distribution of important product characteristics obtained through the process by comparison with specification or standard values.

Process capability is determined by the relationship between the dispersion of product characteristics and standard values. It is usually expressed by the process capability index (below). The process capability should be evaluated when the process is stable.

Calculating the Process Capability Index (Cp or Cpk)

The process capability index (Cp or Cpk), compares a histogram and standards to evaluate whether a process has a capability that satisfies standards. The methods below are used to calculate the process capability index for two-sided standards with upper and lower limits, and one-sided standards.
Two-sided standards with upper and lower limits
These standards set both the upper and lower limits of standard values. Process capability is calculated with the following formula.

[image: image67.emf]
Even when the process capability index Cp is sufficiently large, characteristics do not satisfy a standard if the difference between the centre (M) of the standard and the mean value [image: image68.emf] of the characteristic is too large, or if the distribution of the characteristic is biased from the standard. 

Figure 11.3.3a When the mean value is biased

[image: image69.emf]
To account for the biased mean value [image: image70.emf] while evaluating characteristics, use a process capability index (Cpk) to evaluate the bias. When the mean value is biased, Cp > Cpk. Otherwise, Cp = Cpk.

Cpk of a normal distribution is obtained by the following formula.

[image: image71.emf]
where K is the degree of bias.

The degree of bias (K) is obtained by the following formula, in which M is the centre of the standard value.

[image: image72.emf]
After drafting a histogram, you can obtain the same result by using the standard value on the biased side alone for calculation, as for a one-sided standard.

One-sided standards
One-sided standards prescribe only one limit (upper or lower). When the standard has only an upper limit (SU), the process capability index (Cp) is obtained by the following formula.

[image: image73.emf]
When the standard has only the lower limit (SL), the process capability index (Cp) is obtained by the following formula.

[image: image74.emf]
Example:

Use the table in Figure 11.3.3b to determine the degree of process capability.
Figure 11.3.3b Judgment criteria for process capability

[image: image75.emf]
Figure 11.3.3c Data for product mass

[image: image76.emf]
Figure 11.3.3d shows the relationship between the process capability index (Cp) and the mean process defect ratio of normal distribution with a mean value not biased to either of two standards.

Figure 11.3.3d Relationship between the process capability index and the mean process defect ratio

[image: image77.emf]
11.3.4 Stratifying Data
This text describes the methods of applying stratification to process control and improvement. Stratification refers to the division of a population into different strata (groups). This should be done when individuals composing sub-populations are similar to others within the same sub-population, but differ markedly from individuals in other sub-populations.
Dividing is understanding
By stratification, items in the data that has been collected or the objects of a survey are divided into groups according to either cause or effect. Elements of a group will therefore share characteristics that differ significantly from the characteristics of a different group. Data for defective products can be divided into groups (strata) by, for example, worker, machine, equipment, method of work. Each group will have a distinctive common feature.

Method of Stratification
Procedure 1: Clarify the items to be solved or the contents you want to understand.

Procedure 2: Determine the items to be stratified.

Procedure 3: Collect data for stratification.

Procedure 4: Compare stratified items using an appropriate QC method. If a difference is found, investigate the causes. If no difference is found, adopt other items for stratification and start again from procedure 2.

Key Points of Stratification
a. Stratification by result (characteristic): This examines differences between factors by stratifying data by result (characteristic). Example: Classify marketing units into those with large and small sales and compare the difference.

b. Stratification by factor (cause): This examines differences between characteristics by stratifying data by factor (cause). Draw a characteristic diagram to pick out a factor that seems to significantly affect results and stratify data by that factor. If no difference is found, select another factor. For example, if no differences are found between defect ratios classified by treatment temperature, try classifying data by machine.

Example

See the example of stratum items normally used in finding the cause of defect in Figure 11.3.4a.
Remarks

a. Comparison of stratified data is a valuable way of checking data. This will clarify the reasons for defects and the factors that affect characteristics.

b. It is also important to stratify qualitative information, and not just data expressed in numeric values. 

c. An effective way to analyze a process is to use QC methods to stratify data according to various factors chosen on the basis of past experience. 

d. Present data stratified for different levels of factors in check sheets, histograms, graphs, characteristic diagrams, scatter diagrams, and control charts to clarify the differences between different strata. Once a difference is found between groups, investigate its cause. This should help to solve the quality problem.

Figure 11.3.4a Example of stratum items normally used in finding the cause of defect 

[image: image78.emf]
11.3.5 The QC Story
A QC story is used to control and improve processes. It is composed of the following eight steps:

a. Select a theme to work on
b. Set targets.
c. Assess the present situation – the effects the problem has caused.
d. Analysis: investigate and analyse the causes.
e. Devise and implement recurrence prevention measures.
f. Confirm the effects of these measures.
g. Standardize, maintain and control the new methods.
h. Reflect on any problems left unsolved, and consider future countermeasures.
QC Stories, Seven QC Tools and Seven New QC Tools 

Once the QC story procedures have been used to solve a problem, use the Seven QC Tools or Seven New QC Tools to report the results. This allows even those hearing the story for the first time to easily understand the series of activities that were used to solve the prob​lem.

Example

The QC story, with the Seven QC Tools and Seven New QC Tools may be used in a presentation at a QC workshop:
Select a theme
Hold brainstorming, constructing the diagrams, use a Pareto chart.
Set targets
Use a Gantt chart.
Assess the present situation

a. What are the problems? – Use Pareto chart.
b. What is the present status? – Use a histogram, check sheet, scatter diagram, graph, control chart

c. What is the relationship between cause and effect? - Characteristic diagram, correspondence diagram, matrix diagram, PDPC method

Repeat steps a. to c. above to clarify the current problem.

Analysis: investigate and analyse the causes

a. Does it help to stratify the data? – Use histogram, scatter diagram, graph, control chart

b. How are the characteristics related? – Use scatter diagram, graph, control chart

c. Do characteristics change over time? – Use histogram, graph, control chart

Devise and implement recurrence prevention measures
Use a characteristic diagram, PDPC, arrow diagram 

Confirm the effects of these measures

Use histogram, check sheet, scatter diagram, graph, control chart, Pareto chart.
Standardize, maintain and control the new methods
a. Standardization (brake): Histogram, check sheet, scatter diagram, graph, control chart

b. Maintenance and horizontal evolution of effects: Histogram, check sheet, scatter diagram, graph, control chart

Reflect on any problems left unsolved, and consider future countermeasures.

Use histogram, check sheet, scatter diagram, graph, control chart.
(See Unit 9, Texts 9.9, 9.10 and 9.11 for more detailed guidelines on using the QC Story. Note that steps 2 and 3 are arranged a little differently in Unit 9, but the essence is the same.) 

Remarks
a. The QC story consists of logically linked steps, without leaps or contradictions between them. 

b. The Seven QC Tools and Seven New QC Tools are expressed in graphs and tables, making it easy for workshop participants to quickly and accurately grasp the overall picture of the activities. 

c. Reporting the results of activities in QC circle workshops should strictly follow the QC story.
d. Achievement at each step in the QC story and the application of the Seven QC Tools and Seven New QC Tools are important elements in the evaluation score table.

e. The QC story is adopted not only in QC circles and other workplace control and improvement activities, but in group discussions in QC seminars for executives and managers both inside and outside the corporate organization in order to improve training results.
11.4. The concept of dispersion

This text presents:
11.4.1 Control charts for each process

11.4.2 Control charts for continuous variables

11.4.3 Control charts for discrete values

11.4.4 Interpreting control charts

11.4.5 Methods for using control charts

11.4.1 Control charts for each process
A control chart is a polygonal diagram for plotting the mean value of a characteristic, the ratio of defects, or the number of defects. It shows changes in characteristics (control characteristics) and can therefore be used to check for process abnormalities. It is used to confirm that a process is stable, and to maintain its stability. 

Control lines

A control chart has three lines:  

a. A central line (CL) which represents the average value for all data collected.

b. Two lines that indicate control limits, the upper control limit (UCL) line and the lower control limit (LCL) line. 

Points representing quality or process conditions are plotted on the chart. When these points fall between the control limit lines and do not show any particular trend, the process is stable. When the plotted points fall outside the control limit lines or show a trend, something unusual is causing this. When this happens find and eliminate the cause

Control Characteristics (Values)
Control characteristics represent process results from which we learn the control status of the process. They include quality, turnout, original units, quantity and amount of sold products, rate of attendance, overtime work, number of claims and other quantities representing end results (characteristics) and control status.

Variables or Continuous Data
Variables or continuous data include figures for length, mass, time, strength, content, yield, and purity. Such data that can be measured in the usual way. Data of this kind can be measured in as small a unit as you wish. A monetary amount is also regarded as a variable.

Discrete Values or enumerated data
Discrete values or enumerated data include figures for the number of defective products, the number of defects, the ratio of defective products, the average number of defects, and other such countable values. A percentage indicating a ratio to a total is a variable if the numerator is a variable and a discrete value if the numerator is a discrete value.

Sub-groups 

Sub-groups are sets of measurements divided into sections when differences appear in terms of time, product, or material while checking whether they are stable. The term used for dividing measurements into groups is called sub-grouping. The number of measurements included in a subgroup is called the group size. Ideally, group size is 2 to 6 for [image: image79.emf] control charts and 100 to 1,000 for p control charts.

Types of dispersion
Two types of dispersion are found in data collected from a process. The first, dispersion by chance, is inevitable even in well‑controlled processes. The second, dispersion due to abnormal causes, can be avoided through adequate process control. Calculate the standard deviation due to dispersion by chance and set control limit lines at a distance three times the standard deviation from the central line (the mean value of the distribution) If the process is stable, data for the control characteristics will disperse between the two control lines.

If the control lines are thus drawn in this way, only three out of 1,000 measurements should fall outside these lines, given unchanged process conditions or environmental conditions, machine conditions and material specifications.

This is a concept derived from the probability theory related to normal distributions. Processes are regarded as stable when the data points plotted between the control lines do not exhibit a run, trend or periodicity, because the dispersion is within tolerance or an allowable range under the set conditions. This is called dispersion by chance.

Figure 11.4.1a is a control chart of the daily defect ratio observed in a part manufacturing process by an automatic press. The point B apparently indicates an out of control state. In control charts, a run of seven measurements is regarded as an out of control state. A run of five measurements is an indication of the likelihood of an abnormal change for which actions should be taken before an error actually occurs. In contrast to ordinary graphs, control charts track the trend of data points plotted in the chart and produce a clear cut judgement on process normalcy.

Figure 11.4.1a Control chart for defect ratio

[image: image80.emf]
Using a control chart
Controlling a process with a control chart calls for periodic observations. In order to confirm that the process is normal, you must plot data on the chart and check that data points do not fall outside the control limit lines or mark a trend (a special feature).

Types of Control Charts
There are two types of control charts. One is used for process analysis, and the other is used for process control.

Control Chart for Process Analysis
This chart is formed by drawing control lines based on the data already recorded, provided that process conditions at the time of data collection are clear. If no data is recorded, record the process conditions precisely and collect data for the control chart. (Initially a control chart can be used to identify specific assignable causes of variation. These assignable causes must then be eliminated to achieve a state of control).
Control Chart for Process Control 

This chart is used to determine the presence of abnormalities in a process. It is formed by the daily plotting of data and makes use of the control lines of a control chart for process analysis. (Once you've confirmed that the process is under control with the control chart for process analysis, you can extend the chart's control lines and use them for a control chart for process control.) The control lines of a control chart for process analysis are drawn as broken lines ( ---- ), and those for process control as lines composed of dashes and dots (‑ . ‑). The central line is a solid line in both charts. (After using the control chart for process analysis, it can be used to maintain process in a stable condition).
Categories of Control Charts
[image: image81.emf] Control Chart (Variables)
The [image: image82.emf] control chart consists of an [image: image83.emf] control chart used to check changes in the mean value, and an R control chart used to check changes in dispersion. The [image: image84.emf] control chart represents the largest quantity of information among the different control chart categories.

[image: image85.emf] Control Chart (Variables)

This control chart uses the median [image: image86.emf] of X in place of [image: image87.emf] in the [image: image88.emf] Control chart to eliminate the calculation of [image: image89.emf]. However, compared to the [image: image90.emf] control chart, the [image: image91.emf] control chart is somewhat less efficient in detecting abnormalities.
X Control Chart

This control chart uses individual measurements (X) without dividing them into subgroups.

pn Control Chart (Discrete Values)

pn control charts are used to control a process with the number of defective products (pn) in the total samples by judging the quality of each product, whether it is accepted or rejected. The sample size (quantity of products) should be the same for different groups. Since the pn control chart is a particular case of a p control chart in which n is constant, the two control chart types are fundamentally the same.

Figure 11.4.1b pn chart 

[image: image92.emf]
p Control Chart (Discrete Values)

p control charts are used to control a process with the defect ratio (p). 
Sample size (n) does not have to be equal for different groups.

c Control Chart (Discrete Values)

c control charts are used to control a process with the number of defects, 
accidents, or failures in a certain unit or during a certain period of time, when the range of possible defects is constant.

u Control Chart (Discrete Values)

u control charts are used to control a process with the number of defects in 
a certain unit of products when the range of possible defects changes.

Selecting a control chart
Select one of these control charts according to the object or data to be controlled. Follow the steps in Figure 11.4.1c on the next pages.
Figure 11.4.1c Step in selecting a control chart

[image: image93.emf]
11.4.2 Control charts for continuous variables
This text describes how to draft a control chart for continuous variables and to apply it to control and improve processes. These charts are used to assess quality conditions with a small number of samples. There are three subtypes of control charts for continuous variables.

[image: image94.emf]
The [image: image95.emf] control chart is the one that is most widely used. If you have mastered drawing and using a [image: image96.emf] control chart, you will find it relatively easy to understand the other control charts.

[image: image97.emf] Control Chart

The [image: image98.emf] control chart is composed of an [image: image99.emf]control chart, used to check changes in the mean value, and an R control chart, used to cheek changes in dispersion. It represents the largest volume of information among the different control charts.

Figure 11.4.2a Concept of [image: image100.emf] control chart

[image: image101.emf]
·  control chart
Central line:
CL = [image: image102.emf]

Upper control limit: UCL = [image: image103.emf] + [image: image104.emf]

Lower control limit: LCL = [image: image105.emf]….
R control chart
Central line:
CL = [image: image106.emf]

Upper control limit: UCL = [image: image107.emf]

Lower control limit: LCL = [image: image108.emf]
A2, D4 and D3 are coefficients determined by subgroup size (n). (See Figure 11.4.2b)
[image: image109.emf] Control Chart

The [image: image110.emf] control chart uses the median [image: image111.emf] in place of [image: image112.emf] for the groups in [image: image113.emf] control charts, eliminating the calculation of [image: image114.emf]. Although not as efficient in detecting abnormalities as [image: image115.emf]control charts, its applications and method of use are the same as those for [image: image116.emf] control charts.

X Control Chart (X-Rs Control Chart)

The X control chart uses individual measurements (X) in the following cases.

a. When only one measurement is available (e.g., power consumption per day).
b. When the process is almost the same, and a single data point is sufficient for 
representing the process (e.g., the concentration of alcohol).
c. When obtaining certain measurements is time‑consuming and costly (e.g., some chemical analyses).

Control limit lines for X control charts

UCL = [image: image117.emf]
LCL = [image: image118.emf]
Control limit lines for Rs control charts
[image: image119.emf]
Figure 11.4.2b Control chart coefficients
[image: image120.emf]
Note

d2:
A coefficient indicating the relation of [image: image121.emf] to the standard deviation [image: image122.emf] for a specific value of n. When the estimated [image: image123.emf] is denoted by [image: image124.emf] Using this coefficient, [image: image125.emf] can be estimated.

A2:
A coefficient indicating the relationship between [image: image126.emf] and the distance [image: image127.emf][image: image128.emf] between CL of the  [image: image129.emf] control chart and the control limit.

D3:
A coefficient indicating the relationship between [image: image130.emf] and LCL of the R control chart (CL ‑ three times the standard deviation of R). The line "‑" in the column D3 indicates that LCL is not applicable.

D4:
A coefficient indicating the relationship between [image: image131.emf] and UCL of the R control chart (CL + three times the standard deviation of R).
11.4.3 Control charts for discrete values

This text describes how to draft a control chart for discrete values and to apply it to process control. This chart allows control of statistics that are difficult to quantify.

Categories of Control Chart for Discrete Values
Control charts for discrete values:

a. pn control chart

b. p control chart 

c. c control chart 

d. u control chart

pn control charts are a special case of p control charts in which n is constant. There are no fundamental differences between these two control chart types. If you already understand pn and n control charts, you should have few problems understanding the other control charts.

Unlike the [image: image132.emf] control chart which uses to combine two kinds of control charts, control charts for discrete values use only one chart. The method of determining control lines differs from that for continuous variables, but the basic concept is the same. Control charts for discrete values are classified as shown in Figure 11.4.3a by characteristic.

Figure 11.4.3a Categories of control chart for discrete values
[image: image133.emf]
How to draw a control chart for discrete values
p Control Chart (Discrete Values)

Values of p control chart

Central line:
[image: image134.emf] 
Upper control limit line:
[image: image135.emf]
Lower control limit line:
[image: image136.emf]
Figure 11.4.3b Control chart for discrete values (p control chart)

[image: image137.emf]
Key points in drawing a control chart

To a use a control chart for discrete values to analyze and evaluate a process effectively, you must collect data for at least twenty groups. The average ratio of defective products [image: image138.emf] used for p control charts is not the average ratio of defective products in each group, but is calculated using the following formula:

[image: image139.emf] = Total number of defective products/Total number of inspected products. 
This provides an average weighted by sample size (n), which differs from group to group. Although the values of control limits differ for different sample sizes (n) in p control charts, they can be made constant in simplified p control charts that use the average of n which differs from group to group. The average of n ([image: image140.emf]) is obtained using the following formula:
[image: image141.emf] = Total of the values of n/Number of groups (k)

When this method is used, the values of n should not differ significantly from group to group, but should fall in the following range: 

[image: image142.emf]/2 to 2n
The charts are relatively easy to use, since control limit lines do not fluctuate. However, to evaluate data points close to a control line, you must determine control limit lines exactly, using the correct value of n for the group in question.

Determining control limit lines for discrete values
Figure 11.4.3c Method for determining control limit lines for discrete values.

[image: image143.emf]
pn Control Chart (Discrete Values)

pn Control charts are used to control a process with the number of defective products (pn) in the total sample, by judging the quality of each product, whether accepted or rejected. In this case, the sample size n (quantity of products) should be the same for different groups. The pn control chart is a special case of the p control chart when n is constant. There are no fundamental differences between these two control chart types.

c Control Chart

c Control charts are used to control a process using the number of defects in a certain unit or number of accidents or failures during a certain period of time when the range of possible defects is constant.

u Control Chart

As with c control charts, u control charts are used to control a process using the number of defects in a certain unit or number of products when the range of possible defects changes.
Example

pn Control Chart

pn control charts are used to control a process with a constant sample size, using the number of defective products (pn). For the pn value, you can use the number of normal products in selected defective products, the number of second class products, or the number of specific products with some other characteristic.

Procedure 1: Collecting data

a. Select 20 to 25 groups of data of the same sample size and count the number pn of defective products in each group.
b. Estimate the ratio of defective products in the process being examined and determine a sample size so that a group contains one to five defective products.

Namely:

As pn = 1 to 5, n = 1/[image: image144.emf] to 5/[image: image145.emf]
If the estimate is that [image: image146.emf] = 5%, for example, n = 1/0.05 to 5/0.05 = 20 to 100
[Caution]

From [image: image147.emf] = 5%, take care not to assume that n = 1/5 to 5/5 = 0.2 to 1
Calculate n from [image: image148.emf] = 0.05
Procedure 2: Determination of control limit lines

Central line

[image: image149.emf]
Where:

pn: Number of defective products in a group

[image: image150.emf]: Total of the number of defective products in k groups

k: Number of groups

The values of control limits are calculated using the following formulae.

Upper control limit UCL= [image: image151.emf]
Lower control limit LCL= [image: image152.emf]
Determine the values of control limits to one less significant digit than for measurements.

The average process defect ratio [image: image153.emf]  is obtained using the following formula and the formula for the central line [image: image154.emf]. 
[image: image155.emf] [image: image156.emf]
When the calculated value is negative, LCL is not applicable.

Procedure 3: Drawing a control chart.

a. Scale the Y axis for the number of defective parts (pn), and the X axis for the number of groups (k).
b. Plot the number of defective parts for each group. 
c. Draw control lines.

i. Draw a solid line with scale marks for 15n at the centre.
ii. Draw broken lines for UCL and LCL with scale marks.
iii. Enter the value of n

Procedure 4: Confirmation of stability

Example 1

Assume that a process performs surface treatment for lots consisting of 200 parts. Figure 11.4.3d shows the number of parts with defective surface treatment in each lot, as observed by inspection. Check whether the process is stable.

Figure 11.4.3d

[image: image157.emf]
Figure 11.4.3e
[image: image158.emf]
The data does not fall outside the control limits, but has a periodicity leading to increases at pitches of 6 to 7 groups, before suddenly dropping, indicating instability. Investigate the cause.

p Control Chart

p control charts are used to control a process. The sample size need not be equal for different groups. Drawing a p control chart is the same as drawing a pn control chart, except or the formulae needed to calculate control limits. Ranges differ for differ​ent sample sizes (n).

Procedure 1: Data collection

Estimate the defect ratio for the process and determine a sample size so that a sample includes 1 to 5 defective parts. Count the number of defective parts in approximately 20 to 25 samples.

Procedure 2: Calculating the value of p

Calculate the ratio p of defective parts in each group.

[image: image159.emf]
where: 


pn: Number of defective parts in a sample


n: Sample size for each group

Procedure 3: Calculation of the values of control limits

Central line

[image: image160.emf]
Caution: The value of [image: image161.emf] is not the arithmetic mean of the ratios of defective parts in all groups.

The control limits are calculated using the following formulae.

[image: image162.emf]
Calculate the values to one less significant digit than for [image: image163.emf].

Remark 1: When the sample size differs from group to group, calculate the control limits for each group and apply the results to each data point, with the central line unchanged. When drawn in the control chart, the control limit lines exhibits a [image: image164.emf] wave pattern; and the larger the value of n, the smaller the range.

Remark 2: Even when the sample size differs from group to group, you can approximate the control limits by using [image: image165.emf], or the mean value of n, and applying the following method, if the sample sizes n of different groups are within ±50% of the mean value [image: image166.emf].

For data close to a control line, do not use the above simplified method. Instead, evaluate by calculating the control limit.

Example 2

Figure 11.4.3f shows the number of defective parts obtained by a complete inspec​tion of lots in a part machining process. Draw a control chart and determine whether the process is stable.

Figure 11.4.3f
[image: image167.emf]
UCL 2.69 + 4.85 = 7.54%

LCL 2.69 ‑ 4.85 = ‑2.16% (Not applicable)

Repeat the above calculations for other groups.

Figure 11.4.3g

[image: image168.emf]
The figure shows that data does not fall outside the control limits.

[Using the simplified method.]

[image: image169.emf]
Since the maximum sample size is 100 and the minimum is 64, the sample sizes are within 50% of the mean value [image: image170.emf]  therefore, the simplified method can be used.

[image: image171.emf]
Figure 11.3.4h

[image: image172.emf]
Figure 11.4.3i Example of p control data sheet

[image: image173.emf]
c Control Chart

c control charts are used to control a process having a constant range in which defects may appear. For example, design mistakes or drawing mistakes within a design department, pinholes in the gold plating of wristwatch cases of a specific size, or the number of accidents in a specific plant can be controlled by using c control charts.

Procedure 1: Collecting Data

a. Select 20 to 25 groups of data of the same sample size and count the number c of defects in each group.

b. Estimate the number of process defects and set the sample size so that a sample has 1 to 5 defects. For example, when the estimated number of defects [image: image174.emf] = 1 for products with the same dimension, select a sample size (number of products in this case) n = 1 to 5.

Procedure 2: Calculation of the values of control limit lines

Central line: 
[image: image175.emf]
where:
c: Number of defects in a group
[image: image176.emf]
Calculate the value to one less significant digit than for the measurements. [image: image177.emf] is the average number of process defects. Calculate the control limits using the following formulae.

[image: image178.emf]
Calculate the values to one less significant digit than for measurements.

Remark: If the calculated value is negative, the LCL is not applicable.

Procedure 3: Drawing a control chart.

a. Scale the Y axis for the number of defects (c), and the X axis for the number of groups (k).

b. Plot the number of defects for each group.

c. Draw control lines.

i. Draw a solid line with scale marks for c' at the centre.

ii. Draw broken lines for UCL and LCL with scale marks.

Procedure 4: Confirmation of stability

Example 3

A c control chart is used to confirm the stability of a machining process of glass substrates (of the same dimension) for liquid crystal displays. Figure 11.4.3j shows the number of faults and bubbles found by inspection for each glass substrate.

Figure 11.4.3j Confirming the stability of a process
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Figure 11.4.3k indicates the process is stable.

[image: image180.emf]
u Control Chart

u control charts are used to control processes in which defects appear in different ranges, such as a process where liquid crystal panels having different dimensions are manufactured following the same steps. The process is controlled based on the number of defects. Note that u control charts use the number of defects per unit.

Procedure 1: Collecting data

a. Count the sample size (e.g., dimension, length or time) and the number of defects c in approximately 20 to 25 samples. 

b. Estimate the number of defects in the process and set a sample size so that a sample has an average of 1 to 5 defects.

Procedure 2: Calculation of the values of control limit lines

The sample size differs from group to group, so determine the sample size n by unit.

The sample size n is the number of units included in a group. When the unit is 1 m2, for example, n=5 for a dimension of 5 m2.
[image: image181.emf]
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Control limits are calculated using the following formulae.

[image: image183.emf]
Calculate the values to one less significant digit than for measurements. Calculate the number of defects u per unit using the following formula.

[image: image184.emf]
Example 4

Assume a copper plate roll process that has a recorded productivity of 500, 380, and 250m, and 20, 19 and 20 defects, respectively, over one day. When the unit is set to a length of 100m, the sample size and number of defects per unit are calculated as shown in Figure 11.4.3l.

Figure 11.4.3l Explanatory illustration

[image: image185.emf]
When the sample size differs from group to group, calculate the control limits for each group and apply the results to each data point. When drawn in the control chart, the control limit lines exhibit a [image: image186.emf] wave pattern; and the larger the value of n, the smaller the range. 

Even when the sample size differs from group to group, you can approximate the control limits by using [image: image187.emf]  and applying it to all data points, if the sample sizes n of different groups are within ±50% of the mean value [image: image188.emf]. This is shown by:

[image: image189.emf]
For data close to a control line, do not use the above simplified method. Instead evaluate by calculating the control limit with the correct value of n.

Procedure 3: Drawing a control chart.

a. Scale the Y axis for the number of defects per unit (u), and the X axis for the number of groups (k).

b. Plot the number of defects for each group.

c. Draw control lines.

i. Draw a solid line with scale marks for U at the center. 

ii. Draw broken lines for UCL and LCL with scale marks.

Procedure 4: Confirmation of stability

Example 5

Figure 11.4.3m shows the number of defects in liquid crystal glass panels of varying sizes manufactured for hand held calculator. Draw a control chart to confirm the stability of the process. The value u in the Table is the number of defects per unit dimension of a glass panel.

[image: image190.emf]
Figure 11.4.3m
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Figure 11.4.3n
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11.4.4 Interpreting control charts

As we have seen, control charts are characterized by a central line, and upper and lower control limit lines that are used as a scale to check data dispersion around the central line. Circumstances for which a data point falls outside the control limit lines are referred to as "out of control" states. Data points fall outside limit lines:

a. By chance, or 

b. Due to a process abnormality.

Falling outside by chance has a probability of about 0.27% in the Shewhart chart (three sigma chart), or three times per 1,000 plots. Because of this low probability, the fundamental principle of using a control chart is to interpret an out of control incident as being due to a process abnormality and to find the cause of the abnormality.
The criteria that are used to judge whether a process is controlled, or stable are presented below. Ideally, the status of a process should be evaluated with 25 or more measurements.

A process can be considered to be controlled in the following cases:
a. Data points do not fall on or outside the control limit lines, nor do they mark a trend.

b. 25 or more successive data points fall within the control limit lines.

c. Among 35 successive data points, only one data point for which an abnormality is not detected falls outside the control limit lines.

d. Among 100 successive data points, only one or two data points for which an abnormality is not detected fall outside the control limit lines.

A process is considered abnormal in the following cases:
a. Data points are on and outside the control limit lines.

b. Though all data points fall within the control lines, a run of seven data points falls on one side of the central line (the median line). Pay close attention to the process if you observe a run of five to six such data points.

Fig. 11.4.4a Runs

[image: image193.emf]
c. Even for a run on one side of the central line of fewer than seven data points, the process is abnormal if any of the following is true:

i. 10 of 11 successive data points fall on one side.

ii. At least 12 of 14 successive data points fall on one side.

iii. At least 14 of 17 successive data points fall on one side.

iv. At least 16 of 20 successive data points fall on one side.

Fig. 11.4.4b Run of data points on one side of the central line

[image: image194.emf]
d. The process can be deemed abnormal when data points frequently appear close to the control limit lines. On either side of the central line, divide the range between the central line and the control limit line with another new line at a position two thirds of the way from the central line. If data points fall between the new lines and the control limit line on either side in the following manner, the process is abnormal.

i. 2 of 3 successive data points fall in the range.

ii. 3 of 7 successive data points fall in the range.

iii. 4 of 10 successive data points fall in the range.

In the above cases, the process can safely be considered abnormal, since only about 5% of data points fall outside the ±2s range from the central line in normal processes.

Figure 11.4.4c Data points close to control limit lines
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e. The process can be deemed abnormal when at least seven successive points form an upward or downward trend.

Figure 11.4.4d Trends
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f. If data points exhibit periodicity, the process is abnormal.

Figure 11.4.4e Periodicity
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g. If data points suddenly begin to concentrate around the central line within the range or from the central line - in a process that has been stable up to that point, the process is abnormal. This phenomenon is seen when heterogeneous data is contained in a group.

Figure 11.4.4f Concentration toward the central line

[image: image198.emf]
Remarks
It is important to train all workers involved so they can perceive abnormal values. When abnormal data is reported, take immediate action.

11.4.5 Methods for using control charts
This text describes how to use control charts to control and analyse processes.

Process control:

Control charts for process control

Control charts are particularly effective in controlling processes. Draw a control chart for process analysis for the characteristic to be controlled. When a process has been judged as stable, extend the control lines and use it as a process control chart.

Revision of control lines

Control lines should be revised in the following cases: 

a. When workers, methods of work, materials, or machines change. 

b. When a control chart indicates a change in the process. 

c. Even for a stable process, when a certain length of time (e.g. three months) has passed.

Abnormalities in a process

When an abnormality is seen in a process, find the cause immediately and correct it. Systematise procedures for this purpose so that quick action can be taken when an abnormality is confirmed. Use an Abnormality Report to report abnormalities promptly to the authorities responsible for taking the first course of action.

Process Analysis
Process analysis determines the factors that affect the characteristics of a process, and how they affect it, and sets out the actions needed to improve the process. You should therefore use process analysis when you want to find problems in the process. Set work standards and decide on the process control method.
To use control charts effectively: 

a. Draw stratified control charts

b. Devise an efficient method for sub-grouping

c. Devise an efficient sampling method.

Draw stratified control charts

You can often locate the cause of a problem by drawing control charts stratified by time, worker, or machine, comparing mean values and dispersions, and looking for differences in defect ratios. (See Text 11.5.4 on stratification of data.) This requires data for each lot, classified by raw material, machine, worker, day and time of work, working condition, and other causal factors. Figure 11.4.5a is a control chart of defect ratio for entire production lots. When stratified by machine, as shown in Figure 11.4.5b, it clearly shows that machine number 1 is under control, while machine number 2 is problematic.

Devise an efficient sampling method

The method of sampling determines whether process conditions are reflected in [image: image199.emf] control charts. Select a sampling method that gathers data points in the [image: image200.emf] chart representative of each group. Clarify changes in process conditions from a technological viewpoint. Clarify what you want to control. Determine a sampling interval and a sampling method.

Figure 11.4.5a

[image: image201.emf]
Figure 11.4.5b
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11.5. Applying various statistical techniques
This text presents:
11.5.1 Applying statistical techniques: the QC Tools

11.5.2 Appropriate applications for the QC tools

11.5.3 Applying control charts to process control

11.5.4 Applying statistical techniques to defect ratio control

11.5.5 The process abnormality report sheet

11.5.1 Applying statistical techniques: the QC Tools

Modem quality control makes wide use of statistical techniques. It is essential to recognise the value of these techniques in controlling and improving processes in a variety of company activities, to be able to select those that are appropriate, and to apply them effectively. Key statistical techniques required to promote TQM are found in the Seven QC Tools and the New Seven Tools for QC. In addition to these, the following are also effective:

a. Test and estimation.

b. Correlation and regression analysis.

c. Design of experiments.

d. Multivariate analysis.

e. Statistical sampling.

f. Sensory test.

g. Reliability test

Statistical techniques can be applied to:

a. Market analysis and product design.
b. Dependability specification and estimation of life and durability.
c. Process control and research of process capability.
d. Determination of quality level in planning sampling tests.
e. Data analysis, performance evaluation, and nonconformity analysis.
f. Process improvement.
g. Safety evaluation and risk analysis.
h. Claim analysis for shipped products.
These techniques are widely used to make improvements in quality and in costs, quantities, and corporate structures closely related to product quality, and in other activities related to TQM throughout the company.

Introducing and using statistical techniques

Statistical techniques should be introduced step by step for the following purpose:
To reduce product defects:

a. Instruct workers to become conscious of problems and be willing to make improvements. Eliminate customer claims.

b. Study and introduce the Seven QC Tools and master the methods used to apply them.

To eliminate product defects:

a. Apply the Seven QC Tools consistently to stabilize processes and keep them under control.
b. Master statistical techniques such as test and estimation.

To improve quality and achieve zero defects:

a.
Pursue optimum conditions to attain the highest quality characteristics through experiment design and multivariate analysis.

In developing new products and new technologies

a.
Apply statistical techniques to develop and introduce new technologies and to raise product quality.

Applying statistical techniques

Base application on facts

Quality control expresses facts in the form of data, it processes dispersed phenomena using statistical techniques, and it yields objective judgments of the results. Given accurate data expressed in numeric values, we can use statistical techniques to implement control and improvement measures.

Support statistical techniques with engineering technologies

Statistical techniques are incapable of solving problems without the aid of engineering technologies. Statistical techniques provide clues to the essence of problem; engineering technologies provide actual problem-solving methods. Engineering technologies will be developed in this process. Statistical techniques demonstrate their power only when backed up by excellent engineering technologies.

Notice dispersions
When we apply statistical techniques to express quality characteristics we consider dispersion as well as mean value.

Identify the causes

A control chart is a powerful statistical technique in determining whether dispersion of quality characteristics results from chance or is due to an abnormality.

Analyse the relation between quality characteristics and process conditions

In seeking to raise product quality, we can use statistical techniques as an effective means of examining the dispersion of a product's quality characteristics and analyzing their relation to process conditions.

Improve quality

In seeking optimized process conditions for quality improvement, we can draw scatter diagrams and perform correlation and regression analyses of quality characteristic data for different process conditions. Multivariate analysis (including multiple regression analysis and principal component analysis) and experiment design are especially useful when investigating several process conditions simultaneously.

Perform actions on a population

To perform appropriate actions on a population, we estimate the conditions of the population, based on data. This data must first be sampled and collected, and then analyzed statistically.

Remarks
a. Keep in mind that statistical techniques are a means to an end.

b. Be familiar with the history of the data to which statistical techniques are applied. Use accurate and appropriate data.

c. Make effective use of simple methods. Apply the Seven QC Tools first. Newer and more sophisticated statistical methods do not necessarily provide better (or even adequate) results.

d. Make sure you understand the characteristics of statistical techniques and methods before using them. Avoid errors in applying them.

e. Use plain, everyday language to report the results obtained by using statistical techniques.

11.5.2 Appropriate applications for the QC tools
This text shows how various TQM methods can be applied to a wide range of business activities.

TQM is widely used in Japan and has produced successful results not only in the manufacturing industry but also in the construction and service industries. Modern QC techniques, including the Seven QC Tools and New Seven Tools for QC, have been widely promulgated through QC education, and there is widespread familiarity with improvement activities based on the QC story. The QC story, a positive data-based method, is regarded as being the most reliable of the different problem-solving method in quality control and the one with the widest range of applications. The participation of employees in the development of TQM can be strengthened by giving them the opportunity to give presentations in QC workshops. 

To use the Seven QC Tools and New Seven Tools for QC effectively in solving corporate problem solving, one must understand the specific purposes and results of the various different methods they include. The problem-solving process in the QC Story should proceed through the following activities, always keeping in mind their interdependence:

a. Select a theme.
b. Set targets.
c. Assess the present situation.
d. Analysis: Investigate and analyse the cause.
e. Devise and implement recurrence prevention measures.
f. Confirm the effects of these measures.
g. Standardize, maintain and control the new methods.
h. Reflect on any problems left unsolved, and consider future countermeasures.
Choose a suitable method from among the Seven QC Tools, New Seven Tools for QC, and other statistical methods to objectively assess a specific situation and to find the most effective means of solving a problem. Figure 11.5.2a shows the procedures and appropriate statistical techniques used.
Figure 11.5.2a Using the Seven QC Tools
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11.5.3 Applying control charts to process control
This text describes how to use statistical techniques based on facts and data to control processes effectively.

Outline of Process
Here we take the example of a metal plate grinding process. This process grinds rectangular metal plates to a standard thickness, using five sets of jigs, each receiving ten plates from the previous process. The process measures the thickness of a plate and halts grinding on attaining the standard value. The difference between the measured and standard thickness of the plate is defined as the control characteristic of the process.

Control characteristic = Measured thickness - Standard thickness

Classification of Factors
We classified the following factors:
a. Change of material (change in the group).

b. Change in the previous process (change in the group).

c. Change due to irregularities having to do with the jig (change in the group).

d. Change due to differences between jigs (change in the group).

e. Change due to different timings for halting grinding (change in the group).

f. Change over time (change in the group)

Collection of Data

We selected five metal plates from a jig at random and measured their thickness.

Process Analysis

Part 1
To check the present status, we collected data from 40 groups (200 measurements) and drew a control chart (Figure 11.5.3a). The figure shows that the mean value has decreased over time as a result of factor f) (Change over time). In the R control chart, data points have fallen out of control, indicating an unstable process.

Part 2
By taking into account changes in the conditions of the grinding tool over time, we standardized the frequency of grinding and collected data from 40 groups. Although changes over time are eliminated in the control chart (Figure 11.5.3b), the mean value still exhibits wide fluctuations. The R control chart has stabilized.

Part 3
We suspected that the fluctuations of the mean value were due largely to the timing of halting grinding, or by factor e) (Change due to different timings for halting grinding), since the method for measuring thickness was faulty. We improved and standardized use of the measuring instrument, collected data from 60 groups, and drew a control chart (Figure 11.5.3c). These steps resulted in a significant reduction in change between groups, but within-group changes remained unchanged.

Conclusion

By analyzing the process using control charts, we were able to reduce between-group changes. Next, we adopted a theme to reduce the changes remaining within each group.

Figure 11.5.3a,b,c [image: image204.emf]
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11.5.4 Applying statistical techniques to defect ratio control
This text describes how to use stratification of data to gain a significant lowering of defect ratios.

Status of overall defect ratios
A pottery using four furnaces produces defective products of different types. On average, a particular furnace bakes 2,214 products. Fig. 11.5.4a shows a control chart for all defect ratios. The figure indicates that the process is markedly out of control.

Stratification by furnace and work team
Of the four furnaces, numbers 1, 2, 5, and 6, No. 1 and No. 2 are attended by team A and No. 5 and No. 6 are attended by team B. Figure 11.5.4b shows a control chart for defect ratios stratified by furnace. The defect ratio appears higher for furnaces 5 and 6, but data points fall in the out-of-control region for all furnaces, suggesting that the cause of the problem lies elsewhere, not in the furnaces.

Stratification by Defect Phenomenon

To investigate the problem from a different perspective, we stratified the data by defect phenomenon into data groups for four different recorded defect items. Look at Figure 11.5.4c for the following phenomena:
a. Defect phenomenon A. The successive data points 14, 15, and 16 are out of control. After examining the product types for these data points, we successfully located the cause of this phenomenon.
b. Defect phenomenon B. Since we were unable to obtain useful information from this defect phenomenon, which has a number of unknown causes, we stratified the data by worker and date.
c. Defect phenomenon C. The process rapidly returns to normal after data point 7, due to technological improvements (changes in glazing method and the addition of temperature sensors). Since some data points still fell out of control after these improve​ments, we stratified the data by another factor, as we did for defect phenomenon B.
d. Defect phenomenon D. This phenomenon was extremely unstable. Plots divided by team A and team B indicated a difference between the two teams. Since the skill of workers in team B was in doubt, it was decided that they should receive training.

Conclusion
In the case described above, we stratified the data by equipment, worker and defect phenomenon. We may also profit from stratifying data by other factors such as cause of defect and date.

Figure 11.5.4a Total defect ratio control chart (sanitary earthenware)
[image: image206.emf]
Figure 11.5.4b A control chart of total defect ratios stratified by furnaces
[image: image207.emf]
Figure 11.5.4c A control chart for defect ratios stratified by defect phenomena
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11.5.5 The process abnormality report sheet
This text describes how to improve quality and productivity by establishing a system that enables managers to recognize process abnormalities when they occur and to ensure and verify that action is taken.

Use a process abnormality report sheet to:
a. Report process abnormalities promptly.

b. Verify that proper actions are taken.

c. Analyse and correct abnormalities to prevent their repeated occurrence.
d. File abnormalities, organise research on countermeasures, and provide a reference to determine investment priorities for plants and facilities.

The report should contain:

a. Serial number.
b. Process conditions: Control chart number, name of process, product, control characteristics, lot number, lot conditions, worker, and other information.
c. Contents of abnormality: Date of occurrence, time, conditions of abnormality, person detecting abnormality.
d. Cause: The cause, if identified, and the views of the person in charge.
e. Actions: Temporary measures, immediate actions taken against cause and process, date of correction and adjustment, notification of other departments, and related information.
f. Survey: Survey of measures to prevent repeated occurrence.
g. Measures to prevent repeated occurrence: Countermeasures to prevent repeated occurrence, future outlook, date that countermeasures are fully implemented, and results.
h. Confirmation of countermeasures and future control methods.
i. Others: Person responsible, person reporting, those receiving the circulated report, filing divisions, and related information.
Adopt a standard report, including the following:

a. What data should be entered? Who completes the report and when? How many copies should be issued?

b. Method of circulation.
c. Determine the system to be maintained until the final solution of the abnormality, especially before implementing measures to prevent repeated occurrence and confirming the results.

Note for Figure 11.5.5a
a. Date and time are clarified for each step, from detection of the abnor​mality to the implementation of steps to prevent reoccurrence and to the confirmation of results.
b. Confirmation of the results of action taken.
c. The form has columns for notification of relevant departments and sections.

Remarks
Establish a corporate system to notify other divisions as soon as possible, providing drawings and pictures, if available.

Figure 11.5.5a Example of a process abnormality report sheet.
[image: image209.emf]
Test
Answer these questions using only information given in the text. For each question one, two or all three answers may be correct. Tick the answer or answers you think are correct for each question. Each question carries 3 points – you get one point for each correct answer that you tick, and one point for each wrong answer that you do not tick.

11.1.1 Data for quality characteristics and process conditions
1. Data for quality characteristics shows:

a. The conditions of the process

b. The quality conditions of the product

c. The specifications of the product

2. Inspection records include records of

a. Acceptance inspections

b. Between-process inspections

c. Delivery inspections

3. The between-process inspections are used to determine whether

a. Products are ready to be shipped

b. Partially completed products are ready to be sent on to the next process

c. Process conditions are satisfactory

4. Reliability tests are used to

a. Evaluate the stability of products over time

b. Make sure that packing conditions meet the specifications

c. Products meet the conditions contracted with a particular customer

11.1.2 Data for process conditions
5. The in-process quality record 

a. Records data on the process conditions

b. Records data for process conditions when quality measures are incorporated in products.

c. Records the quality of products before they are sent on to the next process

11.1.3. Approval of data by managers
6. A key management task in ensuring that control and improvement tasks are promoted effectively is to inspect data 

a. Daily

b. Weekly

c. Monthly

7. Maintaining daily management work records includes:

a. Submit record sheets to the manger responsible for the test at the end of each week

b. Record sheets should be marked for confirmation and comments by the supervisor of the employee responsible for the test
c. When records are incorrectly completed the test manager must get an explanation from the employee who completed the record.

8. The chcck sheet for recording distribution of characteristics makes it easier to process data because it presents the data in

a. Cause and effect diagrams

b. Frequency charts

c. Clear language

11.1.4. Training in statistical techniques.
9. The purpose of in-company training in statistical techniques is to provide all employees with 

a. An overview of QC and other statistical techniques

b. A working knowledge of of QC and other statistical techniques

c. An in-depth knowledge of QC and other statistical techniques

11.2.1 Criteria for collecting data
10. A population is

a. A group of people who live in the same area

b. A group of entities whose characteristics are to be studied

c. A selection of items from a group of items

11. Variable data is composed of

a. Discrete values

b. Discontinuous data

c. Continuous values

12. Random sampling gives a result

a. Governed only by chance

b. Of statistical regularity

c. That is error free

13. Products should be sampled by the workers responsible for manufacturing them

a. Sometimes

b. Always

c. Never

14. Before data recorded in the past is used

a. Confirm the purpose for which it was collected

b. Examine the constraints on its collection

c. Talk to the employees who collected it

11.2.2. Analysing data with a characteristic diagram
15. Characteristic diagrams are used to identify

a. Cause and effect relations

b. Sampling errors

c. Defective products

16. Characteristics that may be included in characteristic diagrams include

a. Cost

b. Safety

c. Morale

17. The 5M include

a. Material

b. Method

c. Money 

18. The method for extracting factors that effect results includes

a. Examine products at the work site

b. Express factors only numerically

c. Express factors in single words or short sentences

19. After completing a characteristic diagram follow the relations between factors

a. Going from small to large bones

b. Going from large to small bones

c. Going from large to small bones and then back again

11.2.3 Expressing mean values and dispersion
20. Random variables are 

a. Discrete

b. Variable 

c. Discrete or variable

21. When measurements are arranged in size, the value at the center of the sequence is called the
a.  Mean 
b. Median
c. Range
22. The sum of n measurements divided by n is called the 
a. Mean value
b. Median value
c. Range 
23. The difference between the maximum value and the minimum value of a data set is called

a. The mean

b. The median

c. The range

24. The median value is 

a. Is more precise than the mean values

b. Is less precise than the mean value

c. Has the same precision as the mean value

11.2.4 Analysing data with a scatter diagram
25. When a relation exists between two variables they are said to be

a. Positively correlated

b. Negatively correlated

c. Correlated 

26. The coefficient of correlation in takes a value in the range from

a. –2 to +2

b. –1 to +1

c. –0.5 to +0.5

11.2.5 Using graphs to analyse data
27. The advantages of graphs are that:
a. Anyone can draw them quite easily.
b. They allow us to judge the process status and conditions at a glance.
c. They can present a great amount of information clearly.
28. The most suitable graphs for comparing the magnitudes of inventories by product or plant are

a. Circular graphs

b. Bar graphs

c. Polygonal line graphs

29. To compare or note changes in the ratios of components over time use

a. A radar chart

b. A bar graph

c. A band graph

11.3.1 Pareto Charts
30. The value of Pareto charts is that they help us to 

a. Recognise phenomena and causes.

b. Recognise the important problems to deal with.

c. Recognise the full range of problems to deal with.

31. The key points in using a pareto chart include

a. Determine a period of observation appropriate to the purpose.
b. When a Pareto chart indicates little difference between different items (strata), change the method of classification
c. After determining the most significant item, draw a Pareto chart for the secondary items.
11.3.2. Histograms
32. A histogram uses columns to express frequencies of data
a. From similar categories

b. From different categories
c. With similar dispersion

33. To draw a histogram you should have at least

a. 30 data points

b. 50 data points

c. 100 data points

11.3.3 Process Capability
34. Process capability is determined by the relationship between:

a. Different characteristics in the same product

b. The dispersion of product characteristics and standard values.

c. Characteristics in different products.

11.3.4 Stratifying Data
35. Stratification should be used when individuals within a sub-population

a. Are similar to others in the same subpopulation, but are different from those in other sub-populations

b. Are different to each other, but similar to those in other sub-populations

c. Are similar to others in the same sub-population, and similar to those in other sub-populations. 

36. The procedures for stratifiying data include

a. Clarify the purpose of stratifying the data

b. Decide which items are to be stratified

c. Use an appropriate QC method to compare the stratified data

11.3.5 The QC Story
37. In the QC story use brainstorming to 

a. Select a theme

b. Set a target

c. Assess the present situation

38. Use a gnatt chart to 

a. Confirm causes

b. Assess the presetn situation

c. Set a target

11.4.1 Control charts for each process
39. A control chart shows that a process is stable when points representing quality

a. Fall outside the control lines

b. Fall inside the control lines

c. Fall inside the control lines and do not show a trend

40. Sets of measurements divided into sections when differences appear in terms of time, product or material are called

a. Subsections

b. Subgroups

c. Subsets

41. When control lines are properly drawn and process, environmental and machine conditions and material specifications  are unchanged, the number of measurements that fall outside these lines should only be

a. 3 out of 100

b. 3 out of 1000

c. 5 out of 1000

42.  In control charts a run of .............. is regarded as an out-of-control state.

a. Five

b. Seven 

c. Nine

43. Controlling a process with a control chart requires .........  observations.

a. Daily 

b. Weekly 

c. Periodic 

44. The chart used to determine the presence of abnormalities in a process is

a. A control chart for process analysis

b. A control chart for process control

c. A control chart for abnormality control

45. The control chart used to control a process with the number of defects, accidents, or failures in a certain unit or during a certain period is a

a. p Control chart

b. c Control chart

c. u Control chart

11.4.3 Control charts for discrete values
46. pn contrl charts are ............. p control charts

a. identical to 

b. not very different from 

c. very different from

47. To use a control for discrete values to analyze and evaluate a process effectively, you must collect data for at least 

a. 10 groups

b. 20 groups

c. 30 groups

48. The pn control chart is a special case of the p control chart when n is

a. Variable.
b. Constant.
c. Unknown.

49. u control charts are used to control a process using the number of defects in a certain unit of products when the range of possible defects 

a. increases

b. decreases 

c. changes

11.4.4 Interpreting control charts
50. A process can be considered to be controlled when

a. 15 or more successive data points fall within the control limit lines

b. Among 35 successive data points, only one data point for which an abnormality is not detected fall outside the control limit lines.
c. Among 100 successive data points, only one or two data points for which an abnormality is not detected fall outside the control limit lines.

51. For a run on one side of the central line of fewer than seven data points, the process is abnormal if which of the following is true:

a. 2 of 4 successive data points fall in the range.
b. 3 of 7 successive data points fall in the range.
c. 4 of 10 successive data points fall in the range
52. If data points exhibit periodicity, the process is

a. Normal

b. Abnormal

c. Rational

11.4.5 Methods for using control charts
53. Control lines should be revised in which of the following cases?

a. When workers, methods of work, materials, or machines change.

b. When a control chart indicates a change in the process.

c. When a certain length of time passes.

54. You can often locate the cause of a problem by drawing control charts stratified by

a. Time

b. Cost

c. machine

55. To carry out efficient sampling you need to 

a. Clarify what you want to control

b. Determine a sampling interval

c. Determine a sampling method

11.5.1 Applying statistical techniques: the QC Tools
56. Statistical techniques that are efficient in addition to QC tools include

a. Correlation and regression analysis

b. Multivariate analysis

c. Design of processes

57. Statistical techniques can be applied to

a. Market analysis

b. Safety evaluation and risk analysis

c. Replying to customer claims

58. Statistical techniques are incapable of solving problems without the aid of

a. Design technology

b. Engineering technology

c. Computers 

11.5.5 The process abnormality report sheet
59. A process abnormality sheet is used to 

a. Detect abnormalities

b. Verify that proper actions are taken

c. Organise research on counermeasures

60. The abnormality report sheet should include

a. Process conditions

b. Survey of measures to prevent repeated occurrence

c. Methods for detecting abnormalities

Note Section 11.4.2. 11.5.2, 11.5.3 and 11.5.4 are not suitable for multiple choice questions.[image: image210.emf][image: image211.emf][image: image212.emf][image: image213.emf][image: image214.emf][image: image215.emf][image: image216.emf]
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